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While all organisms on Earth share a common
descent, there is no consensus on whether the
origin of the ancestral self-replicator was a one-
off event or whether it only represented the final
survivor of multiple origins. Here, we use the
digital evolution system Avida to study the origin
of self-replicating computer programs. By using
a computational system, we avoid many of the
uncertainties inherent in any biochemical system of
self-replicators (while running the risk of ignoring a
fundamental aspect of biochemistry). We generated
the exhaustive set of minimal-genome self-replicators
and analysed the network structure of this fitness
landscape. We further examined the evolvability of
these self-replicators and found that the evolvability
of a self-replicator is dependent on its genomic
architecture. We also studied the differential ability
of replicators to take over the population when
competed against each other, akin to a primordial-
soup model of biogenesis, and found that the
probability of a self-replicator outcompeting the
others is not uniform. Instead, progenitor (most-
recent common ancestor) genotypes are clustered in
a small region of the replicator space. Our results
demonstrate how computational systems can be used
as test systems for hypotheses concerning the origin
of life.

This article is part of the themed issue ‘Re-
conceptualizing the origins of life from a physical
sciences perspective’.
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1. Introduction
There is perhaps no topic in biology more fascinating—and yet more mysterious—than the origin
of life. With only one example of organic life to date, we have no way of knowing whether
the appearance of life on Earth was an extraordinarily rare event, or it if was a commonplace
occurrence that was unavoidable given Earth’s chemistry. Were we to replay Earth’s history one
thousand times [1], how often would it result in a biosphere? And among the cases where life
emerged, how different or how similar would the emergent biochemistries be?

The role of historical contingency has been studied extensively in the evolution of life (e.g.
[2] and references therein). Here, we endeavour to ask an even more fundamental question:
What is the role of historical contingency in the origin of life? The best evidence suggests that
the first self-replicators were RNA-based [3,4], although other first self-replicators have been
proposed [5]. Given the large number of uncertainties concerning the possible biochemistry that
would lead to the origin of self-replication and life, either on Earth or other planets, researchers
have begun to study the process of emergence in an abstract manner. Tools from computer
science [6–11], information theory [12–15] and statistical physics [16,17] have been used in an
attempt to understand life and its origins at a fundamental level, removed from the peculiarities of
any particular chemistry. Investigations along those lines may reveal to us general laws governing
the emergence of life that are obscured by the n = 1 nature of our current evidence, point us to
experiments that probe such putative laws and get us closer to understand the inevitability—or
perhaps the elusiveness—of life itself [18].

At the heart of understanding the interplay between historical contingency and the origin of
life lies the structure of the fitness landscapes of these first replicators, and how that landscape
shapes the biomolecules’ subsequent evolution. While the fitness landscapes of some RNA-
based genotypes have been mapped [19,20] (and other RNA replicators have been evolved
experimentally [21]), in all such cases evolution already had the chance to shape the landscape
for these organisms and ‘dictate’, as it were, the sequences most conducive for evolution.

The structure of primordial fitness landscapes, in comparison, is entirely unknown. While
we know, for example, that in realistic landscapes highly fit sequences are genetically close to
other highly fit sequences (this is the essence of Kauffman’s ‘Central Massif’ hypothesis [22];
see also [23]), we suspect that this convenient property—which makes fitness landscapes
‘traversable’ [23]—is an outcome of evolution, in particular, the evolution of evolvability. What
about primordial landscapes not shaped by evolution? How often are self-replicators in the
neighbourhood of other self-replicators? Are self-replicators evenly distributed among sequences,
or are there (as in the landscapes of evolved sequences) vast areas devoid of self-replicators
and rare (genetic) areas that teem with life? Can evolution easily take hold on such primordial
landscapes?

These are fundamental questions, and they are central to our quest to understand life’s origins.
If the fitness landscape consists of isolated fitness networks, as found in some modern RNA fitness
landscapes [19,20], then one may expect the effects of historical contingency to be strong, and
the future evolution of life to depend on the characteristics of the first replicator. However, if
there exist ‘neutral networks’ that connect genotypes across the fitness landscape (as found in
computational RNA landscapes [24]), then the effect of history may be diminished. Here, we test
these hypotheses explicitly using primordial fitness landscapes for digital self-replicators.

Recently, we have used the digital evolution platform Avida as a model system to study
questions concerning the origin of life [25]. In Avida, a population of self-replicating computer
programs undergo mutation and selection, and are thus undergoing Darwinian evolution
explicitly [26]. Because the genomic content required for self-replication is non-trivial, most
avidian genomes are non-viable, in the sense that they cannot form ‘colonies’ and thus propagate
information in time. Thus, viable self-replicators are rare in Avida, with their exact abundance
dependent on their information content [13,14]. Further work on these rare self-replicators
showed that while most of them were evolvable to some degree, their ability to improve in
replication speed or evolve complex traits greatly varied [27]. Furthermore, the capability of
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avidian self-replicators to evolve greater complexity was determined by the algorithm they used
for replication, suggesting that the future evolution of life in this digital world would be highly
contingent on the original self-replicator [28]. However, all of this research was performed
without a complete knowledge of the underlying fitness landscape, by sampling billions of
sequences of a specific genome-size class, and testing their capacity to self-replicate.

Sequences used to seed evolution experiments in Avida are usually handwritten [29,30], for
the simple reason that it was assumed that they would be impossible to find by chance. Indeed,
a typical handwritten ancestral replicator of length 15 instructions is so rare—were it the only
replicator among sequences of that length—that it would take a thousand processors, executing a
million sequences per second each in parallel, about 50 000 years of search to find it [14]. However,
it turns out that shorter self-replicators exist in Avida. An exhaustive search of all 11 881 376
sequences of length L = 5, as well as all 308 915 776 sequences of length L = 6 previously revealed
no self-replicators [14]. However, in that investigation six replicators of length L = 8 turned up in
a random search of a billion sequences of that length, suggesting that perhaps there are replicators
among the 8 billion or so sequences of length L = 7.

Here, we confirm that the smallest replicator in Avida must have eight instructions by testing
all L = 7 sequences, but also report mapping the entirety of the L = 8 landscape (268 ≈ 209 × 109

sequences) to investigate the fitness landscape of primordial self-replicators of that length.
Mapping all sequences in this space allows us to determine the relatedness of self-replicators
and study whether they occur in clusters or evenly in sequence space, all without the usual bias
of studying only sequences that are among the ‘chosen’ already. Of the almost 209 billion possible
genomes, we found that precisely 9141 could undergo self-replication and reproduction, and thus
propagate their information forward in time in a noisy environment.

We found that these 914 primordial replicators are not uniformly distributed across genetic
space, but instead cluster into two broad groups (discovered earlier in larger self-replicators [28])
that form 13 main clusters. By analysing how these groups (and clusters) evolve, we are able to
study how the primordial landscape shapes the evolutionary landscape, and how chance events
early in evolutionary history can shape future evolution.

2. Methods
(a) Avida
We used Avida (v. 2.14) as our computational system to study the origin of self-replication. Avida
is a digital evolution system in which a population of computer programs compete for the system
resources needed to reproduce (see [25] for a full description of Avida). Each of these programs is
self-replicating and consists of a genome of computer instructions that encode for replication.
During this asexual reproduction process, mutations can occur, altering the speed at which
these programs reproduce. As faster replicators will out-reproduce slower replicators, selection
then leads to the spread of faster replicators. Because avidian populations undergo Darwinian
evolution, Avida has been used to explore many complex evolutionary processes [31–37].

The individual computer programs in Avida are referred to as avidians. They consist of a
genome of computer instructions and different containers to store numbers. Each genome has
a defined start point and instructions are sequentially executed throughout the avidian’s lifetime.
Some of these instructions allow the avidian to start the replication process, copy their genome
into a new daughter avidian, and divide into two avidians (see appendix A and [28] for the full
Avida instruction set). During this replication process, mutations can occur, causing the daughter
avidian’s genome to differ from its parent. These mutations can have two broad phenotypic
outcomes. First, mutations can alter the number of instruction executions required for replication;
these mutations can increase or decrease replication speed and thus fitness. Second, the fixation
of multiple mutations can lead to the evolution of complex traits in Avida. These traits are the

1The sequences of all replicators can be downloaded from http://dx.doi.org/10.6084/m9.figshare.4551559.
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ability to input binary numbers from the Avida environment, perform Boolean calculations on
these numbers and then output the result of those calculations. In the experiments described here,
avidians could evolve any of the nine one- and two-input logic functions (Not, Nand, OrNot, And,
Or, AndNot, Nor, Xor and Equals). This is usually referred to as the ‘logic-9’ environment [38].

The ability to perform the above Boolean logic calculations (to possess any of these nine
traits) increases its bearer’s replication speed by increasing the number of genome instructions
the bearer can execute per unit of time. The more instructions an avidian can execute during a
unit of time, the fewer the units of time that are required for self-replication. These units of time
are referred to as updates (they are different from generations). During each update, the entire
population will execute 30N instructions, where N is the current population size. The unit of
energy necessary to execute one instruction is called a ‘single instruction processing’ unit, or SIP.
If the population is monoclonal, each avidian will receive, on average, 30 SIPs. However, every
avidian also has a merit which determines how many SIPs they receive per update. The greater the
merit, the more SIPs that individual receives. The ability to perform the nine calculations multiply
an individual’s merit by the following values: Not and Nand: 2; OrNot and And: 4; AndNot and
Or: 8; Nor and Xor: 16; and Equals: 32.

The Avida world consists of a fixed-size toroidal grid of cells. The total number of cells
sets the maximum population size. Each cell can be occupied by at most one avidian. After
successful reproduction, a new avidian is placed into one of the world’s cells. In a well-
mixed population, any cell in the population may be chosen, rendering the toroidal structure
meaningless. In a population with spatial structure, the new avidian is placed into one of the
nine cells neighbouring the parent avidian (including the cell occupied by the parent). If there are
empty cells available, the new avidian occupies one of these cells. If all possible cells are occupied,
a cell is chosen at random, its occupant removed from the population and the new avidian then
occupies this cell. This random removal implements a form of genetic drift in Avida. For the
experiments performed here, the population structure was spatial.

(b) Experimental design
To map the entire Avida fitness landscape, we constructed all 268 ≈ 2.09 × 1011 genomes and
analysed whether they could self-replicate. This operation was performed by running these
genomes through Avida’s Analyze Mode (described in the Data analysis section) and checking
whether these genomes gave their bearer non-zero fitness, and whether they were viable. Next,
we described the fitness landscape by looking for the presence of genotype clusters among
the discovered self-replicators. We constructed a network of the fitness landscape where each
genotype is a node and the length between two nodes is the square of the Hamming distance
between the genotypes. We also examined the frequency of single instruction motifs (monomers),
as well as double instruction motifs (dimers).

To test the evolvability of the 914 self-replicators, we evolved 10 monoclonal populations of
each replicator with 3600 individuals for 2 × 104 updates in the logic-9 environment (see above).
Point mutations occurred at a rate of 7.5 × 10−3 mutations per copied instruction, while single-
instruction insertion and deletion mutations both occurred at a rate of 5 × 10−2 mutations per
division. At the end of each population’s evolution, we analysed the most abundant genotype
from each population.

To test the role of historical contingency when the appearance of self-replicators was
frequent, we ran experiments where we evolved all 914 self-replicators in the same population
(a ‘primordial soup’ of replicators). In each population, we placed 10 individuals of each
self-replicator. The ancestral population then had 9140 individuals and could expand to 104

individuals at maximum capacity. These populations evolved for 5 × 104 updates in the logic-
9 environment. Mutation rates were the same as in the previous evolvability experiments. This
experiment was performed in 200 replicates. To identify the ancestral genotype that outcompeted
all of the other genotypes, we isolated the most abundant genotype at the end of the experiment
and traced its evolutionary history back to its original ancestor.
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Statistics on different avidians were calculated using Avida’s Analyze Mode. In Analyze Mode,
a single genotype is examined in isolation as it executes the instructions in its genome, runs
through its life cycle and possibly creates an offspring. This confers on experimenters the ability
to calculate the fitness for an individual avidian (number of offspring generated per unit time)
and examine other characteristics, such as whether it can reproduce perfectly (all offspring are
genetically identical to each other and the mother genome) or which traits this avidian possesses.
Analyze Mode was also used to calculate quantities such as genome size. Avida’s Analyse Mode
code is available along with the entire Avida software at https://github.com/devosoft/avida.

Across-population means and standard errors were calculated using the NumPy [39] Python
software package. The clusters of replicators were rendered using Neato, which is an undirected
graph embedder that creates a layout similar to that of multi-dimensional scaling [40].
Figures were plotted using the Matplotlib Python package [41].

3. Results
(a) Structure of the fitness landscape
Of the 268 (approx. 209 billion) genomes with eight instructions, we found 914 that could self-
replicate. We also searched for self-replicators with seven-instruction genomes but found none,
establishing that L = 8 is the minimal self-replicator length in Avida. By discovering all self-
replicators in this fitness landscape, we can now calculate the precise information content required
for self-replication in Avida, using previously established methods [13], as − log26(914/268) ≈ 5.9
mers (a ‘mer’ is a unit of entropy or information, normalized by the number of states that each
instruction can take on; see [42]). Our previous estimate [14] of the information content of length-
8 replicators, based on finding eight replicators among a billion random samples, was 5.81 ± 0.13
mers.

To study the genetic structure of these replicators, we obtained the distribution of instructions
(monomers) across the replicators’ genomes (figure 1a). This distribution is biased, as every single
replicator contained at least the three instructions required for replication: h-copy, h-alloc and h-
divide (denoted by v, w and x, respectively; see the mapping between instructions and the letter
mnemonic in table 1 in appendix A). In addition, 75% of replicators have a b (nop-B), an f (if-label)
and a g (mov-head) instruction, while 25% have a c (nop-C), an h (jmp-head) and an r (swap)
instruction in their sequence. We also analysed the distribution of sequential instruction pairs
(dimers) and found that while most dimers do not occur in any self-replicators, the dimers fg
and gb occur in approximately 70% of the replicators (figure 1b) and are highly over-represented.
Other dimers such as rc, hc, and dimers containing f,g,b,c,v,w, and x occur in approximately
20–30% of replicators.

If there were no constraint on the genetic architecture, we would expect self-replicators to
be distributed uniformly across the fitness landscape. However, we found instead that self-
replicators are not distributed uniformly in the landscape, but are grouped into 41 distinct
genotype clusters, shown in figure 2.

The dimer distribution function we analysed above separates primordial self-replicators into
two major categories: those that carry fg/gb motifs (‘fg-replicators’ for short), as opposed to
those carrying hc/rc motifs (hc-replicators) instead. This separation into two classes was noted
earlier from a smaller sample of the landscape [27,28], which we corroborate here. By scanning
the entire landscape, we can confirm that these two types are the only types of self-replicators in
the landscape, and the clusters of genotypes are homogeneous in the sense that fg-replicators and
hc-replicators do not intermix (figure 2). Figure 3 shows four examples of clusters pulled from
the landscape, showing that they are tightly interconnected.

Many self-replicators are isolated and 20 of these clusters consist of only one genotype.
However, most self-replicators are located in large clusters. Almost 75% of the self-replicators
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Figure 1. (a) Distribution of monomers/single instructions (i.e. proportion of self-replicators containing a given monomer).
(b) Distribution of dimers (pairs of instructions). Dimers are ordered lexicographically on the x-axis (the proportions of fg,
gb,rc andhc dimers are labelled). (Online version in colour.)

0

1

2

3

4

5

6

7

8

9

10

11

12

13

14

15

16
17

18

19

20

21

22

23

24

25

26

27

28

29

30

31

32

33

34

35

36

37

38

39

40

41

42

43

44

45

46

47

48

49

50

51

52

53

54

55

56

57

58

59

60

61

62

63

64

65

66

67

68

69

70

71

72

73

74

75

76

77

78

79

80

81

82

83

84

85

86

87

88

89

90

91

92

93

94

95

96

97

98

99

100

101

102

103

104

105

106

107

108

109

110

111

112

113

114

115

116

117

118

119

120

121

122

123

124

125

126

127

128

129

130

131

132

133

134

135

136

137

138

139

140

141

142

143

144

145

146

147

148

149

150

151

152

153

154

155

156

157

158

159

160

161

162

163

164

165

166

167

168

169

170

171

172

173

174 175

176

177

178

179

180

181

182

183

184

185186

187

188

189 190

191

192

193

194

195

196

197

198

199

200

201

202

203

204
205

206

207

208

209

210

211
212

213

214

215

216

217

218

219

220

221222

223

224

225

226

227

228

229
230

231

232

233

234

235

236

237

238

239

240

241

242

243

244

245

246

247

248

249

250

251

252

253

254

255

256

257

258

259

260

261

262

263

264

265

266

267

268

269

270

271

272

273

274

275

276

277

278

279

280

281

282

283

284

285

286

287

288

289

290

291

292

293

294

295

296

297

298

299

300

301

302

303

304

305

306

307

308

309

310

311

312

313

314

315

316

317

318

319

320

321

322

323

324

325

326

327

328

329

330

331

332

333

334

335

336

337

338

339

340

341

342

343 344

345

346

347

348

349

350

351

352

353

354

355

356

357

358

359

360

361

362

363

364

365

366

367

368

369

370 371

372

373374

375

376

377

378

379

380

381

382

383

384

385

386

387

388

389

390

391

392

393

394

395

396

397

398

399

400

401

402

403

404

405

406

407

408

409

410

411

412

413

414

415

416

417

418

419

420

421

422

423

424

425
426

427

428

429

430

431

432

433434

435

436

437

438

439

440
441

442
443

444

445

446

447

448

449

450

451

452

453

454

455

456

457

458

459

460461 462

463

464

465

466

467

468

469
470

471

472

473

474

475

476

477

478

479

480

481

482

483 484

485

486

487

488

489

490

491

492

493

494

495

496

497

498

499

500

501

502

503

504

505

506

507

508

509

510

511

512

513

514

515

516

517

518

519

520

521

522

523

524

525

526

527

528

529

530

531

532

533

534

535

536

537

538539
540

541

542
543

544

545

546

547

548549

550551
552

553
554

555

556

557

558

559

560

561

562

563

564

565

566

567

568

569

570

571

572

573

574

575

576

577

578

579

580

581

582

583

584

585

586

587

588

589

590

591

592

593

594

595

596

597

598

599

600

601

602

603

604

605

606

607

608

609

610

611

612

613

614

615

616

617

618

619

620

621

622

623

624

625

626

627

628

629

630

631

632

633

634

635

636

637

638

639

640

641

642

643

644

645

646

647

648

649

650
651

652

653

654

655

656

657

658

659

660

661

662

663 664

665

666

667

668

669

670

671

672

673

674

675

676

677

678

679

680

681

682

683

684

685

686

687

688

689 690

691

692

693

694

695
696

697

698

699

700

701

702

703

704

705

706

707

708

709

710

711
712

713

714
715

716

717 718

719

720

721

722

723
724

725

726

727

728 729

730

731

732

733
734

735

736

737

738

739

740

741

742

743744

745 746

747

748

749

750

751

752

753

754

755

756

757

758

759

760

761

762
763764

765

766

767

768
769

770
771

772

773

774

775

776

777

778

779 780

781

782

783

784

785

786787

788

789

790

791

792

793

794

795

796

797

798

799

800

801

802

803

804

805

806

807

808

809

810

811

812

813

814

815

816

817

818

819

820

821822

823

824

825

826

827

828

829

830

831

832

833

834

835

836

837

838

839

840

841

842

843

844

845
846

847

848
849

850

851

852

853

854

855

856

857

858

859

860

861862

863

864

865

866

867

868

869

870

871

872

873

874

875

876

877

878

879

880

881

882

883

884

885

886

887

888

889890

891

892

893

894

895

896

897

898

899

900

901

902

903

904

905

906

907

908

909

910

911

912

913

Figure 2. The complete fitness landscape of all 914 length-8 replicators. The replicators are coloured by the class of motifs they
contain (fg-replicators are coloured in red, while hc-replicators are coloured in blue). The relative position between any pair of
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Figure 3. Four clusters from the full landscape of self-replicators of L= 8. (a) A 23-node cluster of hc-replicators. (b) The
third-largest cluster in the network: an fg-replicator cluster with 165members. (c) Another large fg-replicator cluster with 96
genotypes. (d) A 15-node hc-replicator cluster. (Online version in colour.)

are located in four major clusters with 212, 199, 165 and 95 genotypes each, and almost 96% are
contained within the 13 clusters that have at least 14 members. There is thus a distinct gap in the
cluster size distribution, with small clusters ranging from 1 to 3 connected members, while the
next largest size class is 14.

We find that clusters of replicators are highly connected among each other, with a degree
distribution that is sharply peaked around the mean degree of a cluster (figure 4), which is similar
to what is seen in neutral networks of random RNA structures [43]. We find that fg-replicators
form the denser clusters.

The 914 self-replicators we found vary in fitness, but consistently we find that the fittest self-
replicators contain the fg/gb motifs and many of the lowest fitness self-replicators contain the
hc/rc motifs. In figure 5, we show the fitness as a function of the multi-dimensional scaling
coordinate. In that figure, colour denotes fitness according to the scale on the right. The highest
peaks and plateaus all belong to fg-replicators. The hc-replicators appear as a valley (dark blue)
bordering the group of fg-replicators.

(b) Self-replicator evolvability
To explore the subsequent role of historical contingency after the emergence of life, we tested
the evolvability of all 914 self-replicators. First, we evolved each replicator separately. Almost
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Figure 5. Ancestral fitness of all primordial self-replicators of L= 8, where x–y coordinates are the same as the network
in figure 2. (Online version in colour.)

all self-replicators could evolve increased fitness (figure 6b). However, there was a wide range
of mean relative fitness; fg-replicators clearly undergo more adaptation than hc-replicators. To
explain why fg-replicators were more evolvable, we first looked at the evolution of genome size.
Replicators with the fg/gb motifs grew larger genomes than replicators with the hc/rc motifs
(figure 6c). As larger genomes can allow for the evolution of novel traits in Avida, and thus fitness
increases, we next checked whether the fg-replicators had evolved more computational traits than
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in colour.)

the hc-replicators. In Avida, traits are snippets of code that allow the avidian to gain energy
from the environment, by performing logic operations on binary numbers that the environment
provides (see Methods). Replicators with the fg/gb motifs did evolve more novel traits than
replicators with the hc/rc motifs (figure 6d). In fact, only fg-replicators evolved traits in these
experiments. Finally, we looked at the effect of historical contingency when all 914 replicators
were competed against each other in one population. After 50 000 updates, we identify the most
abundant genotype in 200 replicate experiments and reconstruct the line-of-descent to determine
which of the replicators gave rise to it (we call that replicator the ‘progenitor’).

Most replicators did not emerge as the progenitor of life in these experiments (figure 7). Three
genotypes, vvwfgxgb, vwvfgxgb and wvvfgxgb, outcompete the other genotypes in 37, 49 and
45 populations out of 200, respectively, or in about 65% of the competitions. The other progenitors
of life were not distributed randomly among the other self-replicators either; most of them were
present in the same clusters as the three genotypes from above. Thus, while history is a factor in
which of the replicators becomes the seed of all life in these experiments, more than half the time
the progenitor is one of the three highest fitness sequences. Thus, life predominantly originates
from the highest peaks of the primordial landscape.

4. Discussion
Here, we tested the role of fitness landscape structure and historical contingency in the origin
of self-replication in the digital evolution system Avida. We characterized the complete fitness
landscape of all minimal-genome self-replicators and found that viable genotypes form clusters
in the fitness landscape. These self-replicators can be separated into two replication classes, as we
previously found for self-replicators with larger genomes [28]. We also found that one of these
replication classes (the fg-replicators) is more evolvable than the other, although the evolvability
of each genotype varies. Finally, we show that, when all self-replicators are competed against each
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Figure 7. Location of ‘progenitors’ (ancestral types that were the origin of an evolved population 50 000 updates later) in
the primordial landscape. Replicators that were never the ancestor genotype of the entire population are in grey. Those that
outcompete all other genotypes in fewer than 6 (out of 200) competitions are coloured in green. The three genomes that
eventually become the ancestor of life in over 130 competitions are in orange. (Online version in colour.)

other in a digital ‘primordial soup’, three genotypes win over 65% of the competitions and many
of the other ‘winners’ come from the same genotype cluster.

In a previous study with Avida, we found that 6 out of 109 spontaneously emergent genomes
with eight instructions could self-replicate [14]. Here, we found that 914 out of ≈ 2.8 × 1011

genomes could replicate, consistent with our previous results. This concordance suggests that
the information-theoretic theory of the emergence of life, originally proposed by Adami [13]
and tested with Avida by Adami & LaBar [14], can accurately explain the likelihood of the
chance emergence of life. Thus, the emergence of self-replication, and life, is dependent on the
information required for such life.

By enumerating all of the length-8 self-replicators, we were able to show that self-replicators
are not uniformly distributed across the fitness landscape and that viable genotypes cluster
together. The size of these clusters varies: there are a few clusters with many genotypes and many
clusters with a few genotypes, but the cluster size distribution has a gap. The edge distribution
of the clusters is similar to what has been found in random RNA structures, and the mean degree
differs between replicator types.

Genotypes with different replication mechanisms were in different clusters with no
evolutionary trajectory between the two. Empirical studies of RNA-based fitness landscapes,
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biochemical model systems for the origin of life, also show that these landscapes consist
of isolated fitness peaks with many non-viable genotypes [19,20]. The fact that both RNA-
based landscapes [19,20] and these digital landscapes have similar structures suggests that the
evolutionary patterns we see in these Avida experiments may be similar to those one would
have seen in the origin of life on Earth. The presence of isolated genotype clusters in both
digital and RNA fitness landscapes further suggests that the identity of the first self-replicator
may determine life’s future evolution, as other evolutionary trajectories are not accessible.
However, if populations can evolve larger genomes, non-accessible evolutionary trajectories may
later become accessible, as mathematical results on the structure of high-dimensional fitness
landscapes suggest [44].

To test for the effects of historical contingency in the origin of self-replication in Avida, we
evolved all of the 914 replicators in an environment where they could increase in genome size
and evolve novel traits. Previously, we found that the evolvability of spontaneously emergent
self-replicators varied and was determined by their replication mechanism [28]. However, those
genotypes possessed fixed-length genomes of 15 instructions. Here, we confirmed that the
genotype of the first self-replicator, and more specifically the replication mechanism of the first
replicator, determine the future evolution of novel traits in Avida. The fg-replicators showed high
rates of trait evolution, while hc-replicators failed to evolve novel traits in most populations.
However, we did not detect any trade-off in evolvability, as we previously found [28]. This
difference is probably due to their differences in capacity to increase in genome size, as genome
size increases enhance the evolution of novel traits and fitness increases in Avida [45,46].
Would a similar dynamic occur in a hypothetical population of RNA-based replicators? While
experimental evolution of RNA replicators has been performed, the selective environments
resulted in genome size decreases [21]. It is unknown how simple RNA replicators vary in their
evolvability.

We also performed experiments to test for the role of historical contingency in scenarios where
any self-replicator could become the progenitor of digital life. Here, we found that only three
self-replicators (or their neighbours in the fitness landscape) became the last common ancestor in
the majority of populations. This suggests a lack of contingency in the ancestral self-replicator,
but emphasizes the role of the ancestral genotype in determining its future evolution. If life
emerges rarely, then its future evolution will be determined by the specific genotype that first
emerges, as shown from our first set of evolvability experiments (figure 6). However, if simple
self-replicators emerge frequently, then the future evolution is determined by the evolvability of
the fittest replicators, a sort of clonal interference [47] among possible progenitors of life. In this
case, the self-replicators that most successfully invaded the population happened to also be of
the type that evolved the largest genomes and most complex traits. However, it can be imagined
that the opposite trend could occur [28], and then the progenitor of life would limit the future
evolution of biological complexity.

5. Conclusion
In this work, we have performed the first complete mapping of a primordial sequence landscape
in which replicators are extremely rare (about one replicator per 200 million sequences) and
found two functionally inequivalent classes of replicators that differ in their fitness as well as
evolvability, and that form distinct (mutationally disconnected) clusters in sequence space. In
direct evolutionary competition, only the highest fitness sequences manage to repeatedly become
the common ancestor of all life in this microcosm, showing that despite significant diversity of
replicators, historical contingency plays only a minor role during early evolution.

While it is unclear how the results we obtained in this digital microcosm generalize to a
biochemical microcosm, we are confident that they can guide our thinking about primordial
fitness landscapes. The functional sequences we discovered here are extremely rare, but probably
not as rare as putative biochemical primordial replicators. However, from a purely statistical
point of view, it is unlikely that a primordial landscape consisting of sequences that are several
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orders of magnitude more rare would look qualitatively different, nor would we expect our
results concerning historical contingency to change significantly. After all, random functional
RNA sequences (but not replicators, of course) within a computational world [43], chosen only for
their ability to fold, show similar clustering and degree distributions as we find here. Follow-up
experiments in the much larger L = 9 landscape (currently underway) will reveal which aspects of
the landscape are specific, and which ones are germane, in this digital microcosm. A comparison
between fitness landscapes across a variety of evolutionary systems, both digital [48] and
biochemical [19], will further elucidate commonalities expected for simple self-replicators. As
the landscapes for these simple self-replicators are mapped, we expect general properties of
primordial fitness landscapes to emerge, regardless of the nature of the replicator. As long as
primordial self-replicators anywhere in the universe consist of linear heteropolymers that encode
the information necessary to replicate, studies with digital microcosms can give us clues about
the origin of life that experiments with terrestrian biochemistry cannot deliver.

Data accessibility. The set of self-replicators can be found at http://dx.doi.org/10.6084/m9.figshare.4551559.
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Appendix A

Table 1. Instruction set of the avidian programming language used in this study. The notation ?BX? implies that the command
operates on a register specified by the subsequent nop instruction (for example, nop-A specifies the AX register, and so forth).
If no nop instruction follows, use the register BX as a default. More details about this instruction set can be found in [25].

instruction description symbol
nop-A no operation (type A) a
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

nop-B no operation (type B) b
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

nop-C no operation (type C) c
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

if-n-equ execute next instruction only if ?BX? does not equal complement d
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

if-less execute next instruction only if ?BX? is less than its complement e
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

if-label execute next instruction only if template complement was just copied f
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

mov-head move instruction pointer to same position as flow-head g
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

jmp-head move instruction pointer by fixed amount found in register CX h
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

get-head write position of instruction pointer into register CX i
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

set-flow move the flow-head to the memory position specified by ?CX? j
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

shift-r shift all the bits in ?BX? one to the right k
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

shift-l shift all the bits in ?BX? one to the left l
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

inc increment ?BX? m
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

dec decrement ?BX? n
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

push copy value of ?BX? onto top of current stack o
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

(Continued.)
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Table 1. (Continued.)

instruction description symbol
pop remove number from current stack and place in ?BX? p
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

swap-stk toggle the active stack q
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

swap swap the contents of ?BX? with its complement r
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

add calculate sum of BX and CX; put result in ?BX? s
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

sub calculate BX minus CX; put result in ?BX? t
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

nand perform bitwise NAND on BX and CX; put result in ?BX? u
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

h-copy copy instruction from read-head to write-head and advance both v
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

h-alloc allocate memory for offspring w
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

h-divide divide off an offspring located between read-head and write-head x
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

IO output value ?BX? and replace with new input y
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

h-search find complement template and place flow-head after it z
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
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